Validity evidence of resident competency ratings and
the identification of problem residents
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OBJECTIVES This study examined validity evi-
dence of end-of-rotation evaluations used to
measure progress toward mastery of core com-
petencies in residents. In addition, this study
investigated whether end-of-rotation evalua-
tions can be used to detect problem residents
during their training.

METHODS Historical data for a 4-year period
(2009-2012), containing 4986 observations of
291 internal medicine residents, were exam-
ined. Residents were observed and assessed by
fellows, faculty members and programme
directors on nine domains, including the six
Accreditation Council for Graduate Medical
Education core competencies, as part of their
end-of-rotation evaluations. Descriptive statis-
tics were used to collect evidence of the
response process. Correlations between com-
petencies and a generalisability study were
used to examine the internal structure of the
end-of-rotation evaluations. Hierarchical
regression was used to estimate the increase in
scores across years of training. Scores on end-
of-rotation evaluations were compared with
trainees identified as problem residents by
programme directors.
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RESULTS Compared with fellows, faculty and
programme directors had significantly greater
variability in assigning scores across different
competencies. Correlations between compe-
tencies ranged from 0.69 to 0.92. The reliabil-
ity of end-of-rotation evaluations was adequate
(fellows, phi coefficient [@] = 0.68; faculty
[including programme directors], ¢ = 0.71).
Mean scores increased by 0.21 points (95%
confidence interval 0.18-0.24) per postgradu-
ate year. Mean scores were significantly corre-
lated with classification as a problem resident
(r=0.33, p < 0.001); problem residents also
had significantly lower ratings across all com-
petencies during PGY-1 compared with all
other residents.

CONCLUSIONS End-of-rotation evaluations
are a useful method of measuring the
growth in resident performance associated
with core competencies when sufficient num-
bers of end-of-rotation evaluation scores are
used. Furthermore, end-of-rotation evaluation
scores provide preliminary evidence with
which to detect and predict problem resi-
dents in subsequent postgraduate training
years.
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INTRODUCTION

Residency programmes in the USA are undergoing
major transitions with respect to the training and
assessing of residents. With the implementation of
the Next Accreditation System (NAS) and the Mile-
stone Project by the Accreditation Council for Grad-
uate Medical Education (ACGME), ongoing data
collection and trend analysis of resident perfor-
mance are mandated on a biannual basis." Given
these changes in residency education, a validated
assessment system for measuring residents’ growth
and progress toward the mastery of core competen-
cies at different levels of training is required. A key
feature of a valid assessment system is the ability to
identify and monitor underperforming residents at
early stages of training so that they can be given
proper remediation.

Nearly all residency programmes have problem resi-
dents.? Generally, problem residents are trainees
who demonstrate significant difficulties and require
intervention by a person of authority.g’4 Problem
residents have also been viewed as learners who fail
to acquire the necessary competencies or progress
at a slower rate than other residents toward the
acquisition of competencies.” The literature pro-
vides a wide array of remediation plans for problem
residents.”” These studies emphasise the early iden-
tification of and intervention with problem residents
because the needs of these learners can lead to diffi-
culties in their completion of residency and can
require substantial resources for remediation.

According to a national survey conducted in 1999,
82% of programme directors reported to have dis-
covered problem residents through observations;
problem residents were reported to have difficulties
in medical knowledge and in clinical judgement.®
More recently, a 10-year review of resident records
in Canada (July 1999 to June 2009) found medical
expertise and professionalism to be two competen-
cies in which problem residents were reported to
have difficulties.” Although previous research
describes the characteristics of problem residents
and provides methods for identifying them, there is
a lack of empirically driven studies providing the
necessary data and results to support these find-
ings.10 For example, it is unclear whether end-of-
rotation evaluations measuring core competencies
can reproduce consistent scores representing
growth in a learner’s performance over time. End-
of-rotation evaluations are global judgements com-
pleted by supervising faculty members or fellows

and are based on a form on which core competen-
cies during residency training are rated; they are
similar to the In-Training Evaluation Reports
(ITERs) used in Canada. End-of-rotation evaluations
are not based on a specific observation or direct
encounter, but, rather, on a prolonged observation
of a resident throughout a rotation (typically

one month in duration) and can include second-
hand reports and case presentations, in addition to
direct observations.'"'? Although guidelines on the
number of evaluations are emerging in the multi-
source feedback literature,]3 it is unclear how many
evaluations are required when measuring core com-
petencies or whether evaluations provided by fellows
or faculty, respectively, are more accurate and reli-
able. There is also a lack of empirical evidence on
whether end-of-rotation evaluations can be used to
identify problem residents during the early stages of
residency training. End-of-rotation evaluations are
based on several factors, including direct observa-
tions and multi-source feedback (discussions
between the rater and the resident’s peers, nurses
and students in order to obtain their input); direct
observations and multi-source feedback are assess-
ment methods considered by ACGME in the Mile-
stone Project. Therefore, there is an increasing and
urgent need for studies that provide psychometric
evidence to support the theoretically based frame-
works cited in the literature.

End-of-rotation evaluations are a type of workplace-
based assessment, which has been shown to be effec-
tive in changing the behaviour of learners through
feedback.''"” However, concerns regarding end-of-
rotation evaluations have also been raised because
evaluation forms are not completed directly follow-
ing an actual educational experience and thus may
not provide meaningful feedback to the learner.'®
End-of-rotation evaluations have also been subject
to the ‘failure to fail’ phenomenon, whereby raters
become reluctant to provide accurate feedback on a
resident’s performance as a result of multiple social
factors, such as pressure from peers and administra-
tion to comply, the consequences of reporting un-
derperformance, and conflicting demands and time
constraints among instructors who have both clini-
cal and educational duties.'” Kogan and colleagues
have also noted variability in observers’ rating pro-
cesses and in the translation of the observation to
numeric scores, which presents a challenge in end-
of-rotation evaluations that may be conducted by a
wide pool of observers who lack rater training.'®
Despite these concerns that call into question the
validity of end-of-rotation evaluations, recent studies
on ITERs have shown that evaluation scores in post-
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graduate years 1 (PGY-1) and 2 predict performance
in PGY-3, providing evidence to support their valid-
19

1ty.

A valid assessment system may provide useful infor-
mation for the early detection of problem residents
who can benefit from remediation and feedback.
Ratings of internal medicine residents have been
electronically stored in the New Innovations™ (NI)
platform since 2009 based on nine domains, which
include six ACGME core competencies (interper-
sonal and communication skills, medical knowledge,
patient care, practice-based learning and improve-
ment, professionalism, systems-based practices) and
three domains relevant to the local internal medi-
cine programme (medical interviewing, physical
examination, procedural skills). Residents are rated
at the end of each monthly rotation and pro-
gramme directors use their scores, among other
sources of information, to assess residents on their
biannual performance as mandated by ACGME. As
accreditation agencies in the USA and Canada move
toward data-driven systems to measure trends in resi-
dent performance, the need to evaluate the validity
of assessment systems, such as end-of-rotation evalu-
ations, becomes critical.

The purpose of this study is to investigate the
validity of end-of-rotation evaluations that are
based on ACGME core competencies. Validity evi-
dence will be investigated using Messick’s unified
validity framework, focusing on response process,
internal structure, relationship to other variables,
and consequences.?’ Scores from end-of-rotation
evaluations will be examined for their association
with learners identified as problem residents. Find-
ings from this study will guide residency pro-
grammes as they undergo the changes required in
the NAS.

METHODS

Historical data for end-of-rotation evaluations were
extracted from an electronic database (NI) at a sin-
gle institution, which contains ratings of 291 inter-
nal medicine residents in residency during 2009-
2012, resulting in a total of 4986 assessments. Rat-
ings of residents (PGY-1-3) were obtained from 146
fellows, 144 faculty members and 21 programme
directors (associate programme directors or pro-
gramme directors, including subspecialty fellowship
programme directors) on nine domains. Faculty
and fellows providing summative evaluations for res-
idents serve as supervisors on clinical rotations. Resi-

dents were observed by other groups, including
peers, but their ratings were not included in the
analysis because the focus of this study was on
assessments by fellows, faculty and programme
directors. Raters used a 9-point scale on which
scores of 1-3 represent ‘unsatisfactory’ performance,
scores of 4-6 represent ‘satisfactory’ performance,
and scores of 7-9 represent ‘superior’ performance
in an ordinal scale; qualitative comments were also
collected as part of end-of-rotation evaluations, but
were not analysed in this study. The unit of analy-
sis was the residents; multiple ratings of competen-
cies by different raters were averaged by year and
by resident to create an annual rating index for
each competency; a composite mean, which aver-
aged ratings across the nine domains, was also
calculated.

Descriptive statistics were examined to study charac-
teristics of the data and to collect evidence of the
response process. Descriptive statistics are pre-
sented for fellows, faculty and programme direc-
tors. Pairwise correlations between competencies
were calculated to examine their association.

A generalisability study (¢ study) was conducted to
examine the reliability and internal structure of
the end-of-rotation evaluation using the r (rater) :
p (person) x i (competencies) design, in which
raters are nested in residents and crossed with
ratings of competencies. The selection of this

G study design was based on the ‘unbalanced’ nat-
ure of the data, which included unequal numbers
of observations by different raters, following recom-
mendations from Brennan.”' A similar design was
used by Kreiter et al. to resolve issues in the unbal-
anced ratings of observations.?” Details of variance
component estimation for unbalanced random
effects are beyond the scope of this study. The

G study was conducted using rating data from
fellows and faculty members. Variance components
from the G study were used to examine sources of
error variance and the reliability of end-of-rotation
evaluations. A decision study (b study) was con-
ducted to project the number of required observa-
tions to reach a sufficient level of reliability (phi
coefficient [@] > 0.70).

To measure the longitudinal progression of compe-
tency ratings over time, hierarchical regression was
used by specifying cross-classified random effects for
residents and raters.”” This analysis was conducted
to identify whether ratings of a particular compe-
tency increased at a faster rate than those of other
competencies. To examine whether scores from
end-of-rotation evaluations can be used in the early
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detection of problem residents, as part of
consequential validity evidence, mean ratings at
PGY-1 were correlated with learners identified as
problem residents. Problem residents were identi-
fied by programme directors based on their holistic
judgement of resident performance documented in
a portfolio assessment system, which includes mean
competency ratings based on end-of-rotation evalua-
tions, assessment scores and qualitative comments,
among other sources of information. Mean compe-
tency ratings were compared between problem and
all other residents using ttests. Data compilation
and analyses were conducted using staTAa Version 12
(StataCorp LP, College Station, TX, USA). This
study was approved by the institutional review board
of the study institution.

RESULTS

Assessments based on end-of-rotation evaluations
were recorded, on average, 14.9 (standard deviation
[SD] 8.1) times per year for each resident (by fel-
lows, n = 5; by faculty members, n = 8; by pro-
gramme directors, n = 2). The mean + SD length
of time spent supervising residents was 23.2 £+ 7.7
days. Raters logged their ratings of competency
scores a mean £ SD of 41.3 & 51.7 days after the
completion of the observation period. Institutional
policy requires raters to complete scoring within

6 months of the completion of observation.

Response process

Average ratings across competencies by rater and
postgraduate year are shown in Table 1. The com-
posite mean + SD rating was 7.74 £+ 0.40. Com-
pared with fellows, faculty and programme directors
showed significantly greater variability in scores
assigned across different competencies assessed dur-
ing the first 2 years of residency training (F~test for
homogeneity of variance, p < 0.001). During PGY-1,
the variability of scores assigned across the nine
domains by fellows had an SD of 0.27; for faculty
members and programme directors, the SD was
0.39. The SDs of scores assigned by fellows, faculty
and programme directors during PGY-2 were 0.23,
0.33 and 0.41, respectively. These differences in vari-
ability indicate that fellows provided similar ratings
across the nine domains (e.g. assigning values of ‘7’
across all nine domains), whereas faculty members
and programme directors provided different ratings.
Across the 3 years, the mean £ SD composite rating
increased from 7.54 4+ 0.95 in PGY-1, to 7.83 4+ 0.86
in PGY-2, and 7.97 + 0.83 in PGY-3. Table 1 also
shows the increase in mean composite scores by
rater.

Internal structure
Pairwise correlations between core competencies

ranged from 0.69 to 0.92; however, after adjusting
for multiple comparisons, there were no significant

Table 1 Average ratings across competencies by rater and postgraduate year (PGY): descriptive statistics

PGY Raters Evaluations, n
1 (2092 observations) Fellows 997
Faculty 817
PDs 141
2 (1447 observations) Fellows 656
Faculty 616
PDs 93
3 (1447 observations) Fellows 700
Faculty 582
PDs 95

Composite score,

mean + SD Min Max
7.57 £ 0.27 1.00 9.00
7.49 + 0.39 2.20 9.00
7.55 + 0.39 5.10 9.00
7.83 +£0.23 4.63 9.00
7.83 £ 0.33 3.50 9.00
7.76 £ 0.41 5.00 9.00
7.90 + 0.20 3.88 9.00
8.04 + 0.24 4.78 9.00
8.01 £ 0.22 4.56 9.00

Missing values were excluded from the calculations. Composite refers to the mean rating across the nine domains. Raters scored on a 9-
point scale, on which scores of 1-3 represent ‘unsatisfactory’, scores of 4-6 represent ‘satisfactory’ and scores of 7-9 represent ‘superior’
performance. The median number of evaluations completed by a rater per year was four by fellows, five by faculty, and six by pro-

gramme directors.
SD = standard deviation; PDs = programme directors.
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Table 2 Variance components by fellows and faculty members: generalisability study

Fellows Faculty members
Facet Variance component Variance component, % Variance component Variance component, %
p 0.117 12.3 0.097 1.5
r:p 0.687 721 0.538 63.6
i 0.008 0.9 0.017 2.0
pxi 0.002 0.2 0.007 0.9
rxi:p 0.139 14.6 0.187 221

The 6 study was conducted using an r (raters) : p (residents) x i (competencies) design in order to consider unbalanced data structure.
Faculty results include data from both faculty members and programme directors.

differences in correlations to indicate greater associ-
ation between any two competencies.

Variance decomposition for ratings conducted by
fellows and faculty members are presented in

Table 2. Ratings by programme directors were com-
bined with those of faculty for this analysis in view
of the small number of programme directors. Per-
centage variance components were similar between
the two rater types, for which 12.3% and 11.5%,
respectively, of total variance represented resident
variance. However, the greatest source of error vari-
ance derived from raters nested in residents (r : p),
which accounted for 72.1% of variance for fellows
and 63.6% of variance for faculty members. This
indicates differential levels of severity depending on
the fellow or faculty member observing and assess-
ing the resident; greater variability in severity was
noted among fellows than among faculty. The reli-
ability of end-of-rotation evaluations had a phi coef-
ficient of about 0.70 (fellows ratings, ¢ = 0.68;
faculty ratings, ¢ = 0.71). To reach sufficient levels
of reliability (¢ > 0.70), projections from the b study
indicate at least 14 end-of-rotation evaluations.

Relationship to other variables

Scores from end-of-rotation evaluations were exam-
ined in relation to postgraduate year of training.
Figure 1 presents average ratings by competency
and by postgraduate year. The xaxis denotes the

3 years of postgraduate residency training. Within
each year, 10 plots are presented (nine domains
and an overall summary rating). As Figure 1 illus-
trates, medical knowledge and professionalism,
respectively, were awarded relatively lower and
higher mean ratings than other competencies dur-
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Figure 1 Mean ratings by competency and postgraduate
year. The 10 bars per year group represent ratings on
(from left to right): interpersonal and communication
skills; medical knowledge; patient care; medical
interviewing; physical examination; procedural skills;
practice-based learning and improvement;
professionalism; systems-based practice; and overall
summary. Bars represent 95% confidence intervals; e,
mean ratings. Y-axis indicates mean rating. X-axis
indicates postgraduate year. Average ratings for
professionalism are circled for PGY-1 and PGY-2

ing the first 2 years of postgraduate training. The
plot shows a gradual increase in the mean ratings of
competencies over the 3 years. Results of a hierar-
chical regression show that on average ratings
increased by 0.21 points per postgraduate year

(95% confidence interval [CI] 0.18-0.24). Among
the nine domains, medical knowledge had the low-
est baseline mean rating, but the fastest rate of
increase of 0.28 points per postgraduate year (95%
CI 0.25-0.31); this rate of increase was significantly
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greater than those of the other competencies. Pro-
fessionalism had the slowest rate of increase of 0.12
points per postgraduate year (95% CI 0.09-0.15),
which was significantly lower than those of the other
competencies.

Consequence

Of the 210 PGY-1 residents referred to in the data,
nine (4.3%) were identified as problem residents by
programme directors. Although the prevalence of
problem residents was small, correlation (point-bise-
rial) between mean composite ratings and a dichot-
omous indicator of problem residents and all other
residents was 0.33 (p < 0.001) (correlations ranged
between 0.28 and 0.34 by competency; all

p < 0.001). However, there were no significant dif-
ferences in the magnitude of correlation for a spe-
cific competency; moreover, there were no
significant differences in correlations by fellow or
faculty raters. A comparison of mean ratings by AC-
GME core competencies between problem and all
other residents is presented in Table 3. Results indi-
cate significant differences in mean ratings, even
after adjusting for the type I error rate using
Bonferroni correction, for all competencies with
differences ranging between 0.70 and 0.85

(p < 0.001). Although there were no significant
differences in the magnitude of mean ratings
between competencies, these results show a
meaningful difference in ratings between problem
and all other residents. The average ratings of
problem residents were generally 1.5 SD below
those of all other residents; a cross-classified ran-
dom-effects model accounting for resident and rater

effects indicated that a resident with a mean com-
posite rating below 1.5 SD had significantly higher
odds of being classified as a problem resident (odds
ratio: 4.48; p = 0.039).

DISCUSSION

The general trends found in this study are consis-
tent with results from the workplace-based assess-
ment literature.** Findings from this study also
support recent results of ITERs that produced rea-
sonable reliability indices and demonstrated predic-
tive validity.'” This study provides several meaningful
implications for end-of-rotation evaluations used to
measure core competencies in residents at various
levels of training and for identifying problem resi-
dents. Results show that compared with fellows,
faculty and programme directors showed signifi-
cantly greater variability in their ratings of differ-
ent competencies. Given the ‘failure to fail’
concept raised in clinical skills assessments, the
greater variability in scores assigned by faculty and
programme directors may contribute to the detec-
tion of underperforming residents.'” Although this
does not suggest that faculty and programme
directors necessarily assign more accurate scores,
this finding provides empirical evidence that they
may have greater ability to detect and discriminate
differences between competencies when observing
and assessing residents. To date, there has not
been any response process validity evidence sug-
gesting differences in the quality of ratings pro-
vided by fellows or by faculty observers.
Furthermore, when sufficient numbers of end-of-

Table 3 Comparison of ratings of problem and other residents: descriptive statistics and t-test results

ACGME core competency

Interpersonal skills and communication 0.79
Medical knowledge 0.75
Patient care 0.85
Practice-based learning and improvement 0.75
Professionalism 0.70
System-based practices 0.80

Difference*

Problem residents All other residents

Rating, mean + SD Rating, mean + SD

6.86 £ 0.76 7.65 £+ 0.49
6.56 £+ 0.47 7.31 £ 0.52
6.76 + 0.53 7.61 £ 0.47
6.79 £ 0.48 7.54 £ 0.48
7.19 £ 0.55 7.89 £ 0.47
6.79 £+ 0.46 7.59 £+ 0.48

* p < 0.001; all comparisons of mean ratings between problem and all other residents are based on t-tests. Results remain significant,
even with Bonferroni adjustment for multiple comparisons. Comparisons are based on nine problem residents and 201 other residents

during postgraduate year 1.

ACGME = Accreditation Council for Graduate Medical Education; SD = standard deviation.
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rotation evaluations are used (14 or more evalua-
tions per year), the reliability of end-of-rotation
evaluations achieve phi coefficients of an accept-
able level, supporting internal structure validity
evidence within Messick’s® unified validity frame-
work. However, the greatest source of error was
rater differences in severity, which were larger
among fellows than among faculty raters. The vari-
ability between raters may also reflect differences
in frame of reference among groups of raters who
process ratings differently when translating the
observation into numeric values.'® These findings
provide information on the value of using faculty,
rather than fellows, to assess residents’ core com-
petencies. These findings also indicate the need
to further train faculty and fellows to become bet-
ter evaluators of resident performance.

The plot of average ratings by competency and by
postgraduate year in Figure 1 presents an empirical
validation of theoretical trends illustrated in the
NAS. Nasca®> emphasised that standards in
professionalism need to be higher regardless of the
training level of the resident, including in PGY-1
residents; this is empirically replicated in this study,
in which ratings of professionalism were relatively
higher than ratings of other competencies during
PGY-1 and PGY-2. By PGY-3, mean ratings of all
competencies converged to relatively similar

scores. The increase in competency ratings over
the 3 years of postgraduate training provides
additional evidence of the validity of end-of-
rotation evaluations.

As part of consequential validity evidence, mean rat-
ings of competencies were significantly associated
with whether or not a learner was classified as a
problem resident. Although the number of problem
residents in this study represented only 4.3% of the
total number of residents during PGY-1, the rela-
tively moderate, but significant correlation of 0.33
shows promise that end-of-rotation evaluations can
be used to predict problem residents. Comparisons
of mean ratings by competencies also showed signif-
icant differences. Although this study does not pro-
vide absolute evidence that end-of-rotation
evaluation scores can be used to identify problem
residents, ratings based on this system send a signal
to programme directors who base their judgement
of global resident performance on various sources
of information; moreover, end-of-rotation evalua-
tions can be used to inform programme directors of
specific residents who may warrant further investiga-
tion. Despite the score inflation by raters, within the
score ranges assigned, there was variability that sup-

ported the detection of underperforming residents.
For example, based on the results of this study, pro-
gramme directors may define end-of-rotation evalua-
tion ratings of 1.5 SD below the mean ratings of all
‘non-problem’ residents as criteria for concern. Rep-
lications of this study should be conducted with a
larger sample of problem residents to increase the
precision of the results.

Institutional support and programme coordination
are important for effective measurement of resident
performance. A database that tracks these ratings
and stores data for analysis is a basic necessity for
an effective assessment system based on end-of-rota-
tion evaluations. Even with electronic reminders
and follow-up by the programme coordinator, the
average number of evaluations recorded per resi-
dent per year amounted to only 14.9, and raters
completed their ratings 41.3 days after the end of
the observation period. Although it is unclear
whether significant delays in logging ratings in NI
have an impact on the accuracy of the recording of
observations, this study indicates the need to investi-
gate how this might affect the validity of scores; the
methods and resources required to minimise delays
should also be examined.

End-of-rotation evaluations included in this study
can be viewed as components of multi-source feed-
back. As studies in multi-source feedback indicate
the need to identify learners who are receptive to
feedback and who are facing difficulties, the validity
of end-of-rotation evaluations by fellows, faculty and
other observers demands greater attention.?*”
Although guidelines for using the evaluation form
and ongoing rater training sessions were provided
as part of faculty development, some raters may
need additional training. Rater training sessions
consisted of periodic meetings among core internal
medicine faculty (programme directors, associate
programme directors and chief residents), who dis-
cussed and recalibrated on the rating form, using
criterion-based frame-of-reference training. How-
ever, a rigorous rater training session for all raters
was not provided. As such, fellows may benefit from
rater training in order to increase their discrimina-
tion among different levels of resident performance
because efforts to improve evaluations could lead to
a higher quality of resident assessment and feed-
back.”® This study provides empirical evidence for
the support and further development of effective
assessment systems based on end-of-rotation evalua-
tions, which includes direct observations and multi-
source feedback, for postgraduate medical educa-
tion.
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There are some limitations to this study. This study
was conducted in only one residency programme at
a single institution. However, given the exploratory
nature of this study and the timing of this work in
relation to the NAS, these results provide meaning-
ful implications for the field. Additional studies rep-
licating the procedures in this study using larger
and more heterogeneous samples across multiple
institutions should be conducted to increase the
generalisability of the results presented. Analyses
pertaining to problem residents are based on pro-
gramme directors’ overall review of resident perfor-
mance, which includes end-of-rotation evaluation
scores. However, the programme director also bases
the classification of the problem resident on other
assessment scores, including test scores, conference
attendance, and direct observation performance.

When sufficient numbers of evaluation scores are
used, end-of-rotation evaluations are a useful
method for measuring the growth of resident per-
formance associated with core competencies. Fur-
thermore, end-of-rotation evaluation scores provide
preliminary evidence with which to detect and pre-
dict problem residents in subsequent postgraduate
training years. Additional studies are underway to
examine the link between qualitative comments and
the quantitative scores reported, including whether
feedback differs among different groups consisting
of peers, fellows, faculty members and programme
directors.
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